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1. INTRODUCTION 
Rapidly developing mesoscale convective systems (MCS) are usually responsible for 

the heaviest and most destructive rainfall and flood events in the Mediterranean region. 
Rainfall from an MCS is spatially heterogeneous such that convective cells (typically 
associated with lightning activity) would produce areas of intense rain rates imbedded within 
larger precipitation regions. This pattern can persist over several hours and cover a large area 
producing large accumulations of rain and often result in flash floods and other problems of 
surface water drainage. Such problems are exacerbated in urban areas where run-off occurs 
more rapidly and interference in human activity is greatest. To moderate these hazards, 
systems have been developed for issuing short-range (up to 48 hrs) quantitative precipitation 
forecasts (QPF) on the basis of numerical weather prediction (NWP) models and 
observational inputs (e.g., synoptic observations, surface and remotely sensed data). An 
important component of QPF is the simulation of deep moist convection processes and the 
consequential precipitation. These moist processes are represented by convective 
parameterization schemes. Significant effort has been devoted in developing such schemes 
over the past decades (e.g., Tripoli and Cotton 1982; Betts and Miller 1986; Kain and Fritsch 
1990; Janjic 1994). At the resolutions typically used by regional NWP (grid increments 
ranges from 10 to 50 km), numerical models exhibit low skill at forecasting highly variable 
convective precipitation events. Two error sources have long been recognized: (1) the lack of 
sufficient data and coarse grid resolutions that limit our ability to correctly specify those 
features acting to trigger convection in model initialization (e.g., Kain and Fritsch 1992), and 
(2) weak assumptions used in developing the convective parameterization schemes (e.g., 
Mellor and Yamada 1982). Clearly, the high non-linearity in modeling atmospheric processes 
causes sensitivities to even small perturbation in the atmospheric initial state, the quality of 
which dictates the accuracy of QPF. An aspect that has shown convincing signs of improving 
numerical weather prediction is data assimilation. Data assimilation aims at obtaining the 
optimal initial state of the atmosphere in order to define a better starting point for model 
integration. 

Collective evidence from past studies indicates that improved initialization of the local 
environment in NWP models (particularly this of the atmospheric moisture distribution) is an 
avenue for potentially improving QPF as it relates to simulated convective precipitation. 
Brenner (2004) have shown high correlation between atmospheric humidity profiles and 
convective rainfall patterns for summertime storms. Other studies, like the one by Gallus and 
Segal (2001), have shown that improved representation of mesoscale features in model 
initialization may benefit the forecasts. More specifically, this study showed that the greatest 
positive impact in model forecasts was achieved by adding water vapour in relatively dry 
regions of the model where radar echoes were present. In an earlier study, Rogers et al. (2000) 
was able to improve QPF in a warm season environment by forcing the model convective 
parameterization scheme (CPS) to trigger (or suppress) convection when and where it was 
observed according to radar reflectivity data. To this end, continuous lightning observations 
may provide wealth of information about the growth, location, lifecycle and ice microphysics 
of convection in MCS regimes. Charge separation leading to lightning is a physical process 
that takes place in regions of a thunderstorm associated with rigorous vertical forcing. The 
sound connection of lightning occurrence with the existence of strong updrafts (>10 m/s) and 
graupel growing from super-cooled cloud water makes the continuous measurement of this 
meteorological parameter potentially useful for improving the prediction of storm evolution 
and intensification. Alexander et al. (1999), assessing the impact of assimilating different rain 
rate retrievals in model forecasts, examined retrievals based on satellite only versus 
combining with continuous lightning data. Using these data they continuously assimilated 
latent heating profiles into numerical simulations of the 1993 Superstorm. They found that the 
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improvement in forecasts of precipitation patterns, sea level pressure fields, and geopotential 
height fields was more pronounced when information from all data sources was combined, 
concluding that lightning data had a greater positive impact than the other data sources. 
Chang et al. (2001) demonstrated further improvements in quantitative precipitation 
forecasting of extratropical cyclones on the basis of data assimilation using lightning-based 
rain estimates as gap-filling information. The challenge, however, remains as to how useful 
lightning information can be as a sole data source to directly nudge model fields such as local 
environmental properties. 

Arguably, developing a way to modify model-generated variables (e.g., atmospheric 
specific humidity) on the basis of lightning intensity could result in more accurate 
parameterizations of the convective environment. Making use of the sound link between 
lightning occurrence and convection, a technique was recently developed by Papadopoulos et 
al. (2005) to amend the initialization data inadequacies and limitations in formulating sub-grid 
scale processes using only continuous lightning observations. The Papadopoulos study 
showed that nudging the model’s humidity profiles to an empirical profile related to flash 
rates, leads to more realistic model soundings and consequential improvements in convective 
precipitation forecasts. 

Another avenue for improving the convective precipitation forecasting skill is through 
a better estimation of the energy and moisture exchanges between land surface and the 
atmosphere. Soil moisture is known to play an important role in the partitioning of energy 
between sensible and latent heat fluxes as well as in driving the total moisture budget and 
temperature variations of the lower atmosphere (e.g., Clark and Arritt 1995; Betts 2004). 
Koster and Suarez (2001) found that soil moisture is an important source of forecast skill for 
the predictability of precipitation, and Zhang and Frederiksen (2003) have shown that the 
initial soil moisture conditions supplied to a NWP model affect both temperature and 
precipitation forecasts. Several other studies have demonstrated that soil moisture strongly 
influences the boundary layer dynamics. However, the role of soil temperature in the 
evolution of the lower atmosphere should not be underestimated. For example, the outgoing 
longwave radiation is a function of soil temperature and directly affects the surface radiation 
budget. Also, the ground heat flux depends on soil temperature and soil moisture conditions, 
as well as vegetation coverage, atmospheric conditions, and the thermophysical properties of 
the soil. Apparently, the characterization of the spatial and temporal variability of soil 
moisture and soil temperature fields is a critical factor in formulating and modifying the 
mesoscale atmospheric circulations. Even though efforts are under way to provide more 
extensive networks of soil moisture and soil temperature data from a variety of remote 
sensing and direct observational sources (Leese et al. 2001; Seuffert et al. 2004), routine 
observations of these quantities suitable for data assimilation are currently unavailable over 
large areas of the world. Thereby, Land Surface Models (LSMs) are considered as valuable 
tools for the definition of the land surface conditions that are required in the atmospheric 
NWP models. 

The accuracy of the performance of the LSMs depends on the quality of (1) the initial 
conditions of the soil state (i.e., soil moisture, soil temperature and snow cover), (2) the 
atmospheric forcing (i.e., precipitation, radiation budget, air temperature, wind, humidity, and 
pressure), (3) information of the topography, soil properties and land cover, and (4) the 
internal model parameterization schemes. Commonly, the atmospheric forcing terms are 
provided by the NWP models. However, this coupling procedure is subject to substantial 
model biases and errors that may negatively impact the quality of their output due to the 
positive feedbacks caused by the non-linear land-atmosphere interactions. This has motivated 
the development of offline Land Data Assimilation Systems (LDAS), like the North 
American Land Data Assimilation System (Mitchell et al. 2004). This system requires 
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information such as precipitation, downward shortwave and longwave radiation, near surface 
air temperature, humidity, and wind speed. Precipitation and solar radiation are considered as 
the most important forcing terms due to their significant impact on the water and energy 
budgets. Water enters the land surface system through precipitation and leaves through 
evapotranspiration, which is mostly driven by incoming solar radiation. Other variables such 
as near surface humidity, near surface air temperature and wind speed also affect 
evapotranspiration, but their role is less important (Cosgrove et al. 2003). Therefore, the 
success of LDAS relies on the accuracy of the estimated precipitation and radiation forcing 
fields. 

In this report, we present the potential of improving the convective precipitation 
forecasting skill of the POSEIDON weather forecasting system (Papadopoulos et al. 2002) 
through a lightning data assimilation technique and through an offline physically-based 
LDAS driven by surface forcing anchored by estimated rainfall fields. 

 

 

2. LIGHTNING DATA ASSIMILATION 

 

2.1 The Papadopoulos et al. assimilation technique 

As discussed above the Papadopoulos et al. scheme makes direct use of lightning data 
to indicate areas of convection in a model’s domain. Based on that information the model 
humidity profiles are nudged relative to the observed flash rates. The adjusted humidity 
profiles are then used to compute, based on the model’s own convective parameterization 
scheme (MCPS), heating rate profiles that are more compatible with the local scale convective 
environment. The technique starts by projecting the flash rate data on the model’s spatio-
temporal grid structure. Convective areas are then delineated from pixels with flash rate 
exceeding a certain threshold (in Papadopoulos et al. that threshold is set to 2 and 10 
flashes/15min over sea and land, respectively) and compared to model estimations. Four 
possible scenarios are considered. The first scenario concerns model grid cells where 
lightning observations indicate that there is no significant electrical activity. In this case the 
MCPS is allowed to carry on, as it would normally do without nudging. The other three 
scenarios are associated with grid cells where flash rate data are above the threshold denoting 
convection. These scenarios are then referred to as deep, shallow or no-convection, according 
to the model output. Subsequently, a nudging technique is applied into the MCPS following 
the decision-making procedure showed in Figure 1. 
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Figure 1: Flow chart of the assimilation technique (adapted from Papadopoulos et al. 2005). 

 

A short description of how the nudging is applied is presented below. In the scenario 
where the model produces deep convection, the humidity profile within the deep convective 
cloud is scaled to an empirical profile as: 
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where qmod
l  is the model-simulated specific humidity at pressure level l, qemp

l  is the empirical 

specific humidity value at corresponding level, and qass
l  is the specific humidity value after 

nudging. The adjustment is applied only when predicted values are below the empirical 
profile values. The nudging term F is a dimensionless number that in Papadopoulos et al. was 
taken equal to the observed flash rate from the 15-min interval containing the model’s 

integration time. An important aspect of this approach is the evaluation of qemp
l . In 

Papadopoulos et al. qemp
l  was determined in a simplistic way through trial and error having as 

criterion maximizing the assimilation impact on QPF. In the case of shallow or no convection 
predicted by the model’s convective parameterization scheme an iterative procedure is 
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applied. First, the simulated humidity profiles are scaled to the same empirical humidity 

profile ( qemp
l ) using the above stated equation. Subsequently, cloud depth is recomputed on 

the basis of qass
l  profile; if the convective cloud exceeds 290 hPa in depth, then deep 

convection is assigned, otherwise moisture is added by nudging again the humidity profile on 
the basis of the above equation. The iterative procedure is set to repeat up to three times. If 
after three iterations a sufficiently deep cloud is not produced, the model’s convective 
parameterization scheme is set to compute shallow or no convective effects at that model grid 
cell, based on the new model environment. Because of the potential artifacts associated with 
any kind of nudging, special care is given to prevent numerical noise and unrealistic results. A 
large nudging term would rapidly force the model environment towards the observed fields 
leading to an uncontrollable state. This may be due to the decreased ability of the model to 
control mass conservation as well as incompatibilities in the mesoscale features caused by 
artificial changes in the model profiles. To moderate such effects the following constrains are 
imposed: (1) the nudging term F cannot exceed an upper threshold value corresponding to 50 
(25) flashes per 15-minute time intervals over 0.1x0.1km2 grid area, respectively over land 
and sea; (2) the increase in specific humidity per time step (or iteration) is limited to a 
maximum value of 0.5 g kg-1; and (3) the humidity value after nudging cannot exceed the 
model’s saturation humidity value for that pressure level. These constraints are intended to 
minimize the possibility that precipitation enhancement occurs because of the artificial 
saturation of the water vapour content, and not due to the model environment favouring an 
impending condensation. After any adjustment the latent heating profiles are computed to 
ensure the closure of the model’s convective parameterization scheme. 

 

 

2.2 Improving the Papadopoulos et al. assimilation technique 

The goal of this work was to further develop the Papadopoulos et al. lightning 
assimilation technique. Our goal was achieved through the following steps: 

1. Implementation of the technique in the latest version of the POSEIDON weather 
forecasting system. The POSEIDON system is in operational use since 1999 
providing daily 72-hour forecasts for the Mediterranean region. The results are 
available at http://www.poseidon.ncmr.gr. When lightning data are available through 
this system and suitable for operational use, we will have the unique opportunity for 
the potential development of the integrated system. 

2. Investigation of the possible dependence of the nudging terms on the different 
sources of lightning data retrievals. For example, the nudging coefficient F may 
have some dependence on the lightning network’s cloud-to-ground (CG) detection 
efficiency. 

3. Investigation and improvement of the technique in order to be used in different 
climate regimes. For example, the empirical humidity profiles may vary according 
to the region where the model is applied. We have to consider that the empirical 
profiles were determined empirically (through trial and error analysis) on the basis 
of maximizing the assimilation impact on QPF accuracy. 

 

One important aspect of this work was to incorporate the related numerical sub-
modules of the data assimilation technique in a more robust scheme. Thus, the assimilation 
methodology has been designed and written in terms of computer code structure to make it 
suitable for easier implementation in future versions of the POSEIDON weather forecasting 
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system and generally in any mesoscale meteorological model. The code has already been 
implemented and tested in the latest version of the POSEIDON weather forecasting system. 
The storm cases that are presented in Papadopoulos et al. (2005) have been reproduced and 
gave similar results. 

Figure 2 demonstrates an example of the performance of the technique for a case of 
warm rain activity in Europe. 

 

(a) (b) 
  

(c) (d) 
  

Figure 2. Rainfall fields (mm/6hr) from (a) the control run in which no lightning data were 
assimilated, (b) the simulation applying the Papadopoulos et al. (2005) 
assimilation technique, (c) the observed lightning activity and (d) ECMWF rain 
gauge data for the period from 06 to 12 UTC at 28 August 2002. 

 

The simulations were performed for 48 hours with 0000 UTC initialization time. In 
the vertical, 32 levels were used stretching from the ground to the model top (15800 m). In 
the horizontal, a grid increment of 0.10-degree was applied using a time step of 36 seconds. 
For the initial meteorological conditions (geopotential height, wind components and specific 
humidity), the ECMWF reanalysis gridded data on a 0.5-degree horizontal grid increment at 
11 standard pressure levels (1000, 925, 850, 700, 500, 400, 300, 250, 200, 150 and 100 hPa) 
were interpolated at the model grid points using optimal interpolation analysis. The boundary 
conditions were linearly interpolated at each model time step from the ECMWF data available 
every 6 hours. To define the initial state of the sea surface temperature (SST) field, as well as 
the soil temperature and moisture availability at the six model soil layers, the ECMWF 
0.5x0.5-degree gridded data were used. In the current configuration the soil layers were 
defined at the depths of 5, 15, 28, 50, 100, and 255 cm. For each model grid point we 
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calculated topography, soil and vegetation types, slopes and azimuths of the sloping surfaces, 
utilizing high resolution datasets. Namely, the topographic dataset and the vegetation dataset 
both available from USGS at 30x30 arc sec resolution, and the UNEP/FAO dataset after being 
converted from soil type to soil textural ZOBLER classes at 2x2-min resolution 
(Papadopoulos et al. 1997). 

In the assimilation technique the lightning data are CG lightning observations obtained 
by the ZEUS regional network covering Europe and Africa. The current locations of the 
ZEUS receivers are shown in Figure 3. These sites, selected for their low man-made electric 
noise interferences, include: Birmingham [UK], Roskilde [Denmark], Iasi [Romania], 
Larnaka [Cyprus], Evora [Portugal], Addis Ababa [Ethiopia], Dar e Salaam [Tanzania], 
Bethlehem [South Africa], Lagos [Nigeria], and Dakar [Senegal]. Each receiver samples the 
time series of the vertical electric field of sferic waveforms. The system retrieves the location 
of CG lightning activity occurring over a very large region (Europe, North Africa and part of 
the Atlantic and West Asia) based on the arrival time difference (ATD) method (Lee 
1986a;b). An error analysis of ZEUS lightning location retrieval on the basis of simulation 
and through in-situ validation data from Spain’s regional lighting network has shown that the 
lightning location error in Europe varies from 5 to 25 km with a mode at 15 km (Chronis and 
Anagnostou 2003). Within the periphery of the network’s receivers the system’s detection 
efficiency is expected to range between 70% and 90%.  

 

 

Figure 3. The current locations of the ZEUS network receivers. 

 

Special software has been developed for projecting the flash rate data on the model 
spatio-temporal grid structure. Namely, CG lightning data as recorded by the ZEUS system 
are gridded at selected resolution and then projected from the mercator to the Eta coordinates. 
For the specific needs of this work we selected the 0.1x0.1-degree spatial and 15-minutes 
temporal resolutions. Applying a linear interpolation between sequential time intervals, flash 
rates are then interpolated to the corresponding time step of the model integration. 

To meet our second objective we investigated the possible dependence of the technique 
on the source of the lightning data. For this purpose we performed numerical experiments for a 
storm case in the US utilizing data from the US National Lightning Detection Network 
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(NLDN). The POSEIDON weather forecasting system was set up to work in an area covering 
the entire continental US and surrounding waters. It is important to note that the assimilation 
technique has been applied using the same empirical humidity profiles as those used in the 
simulations over the Mediterranean region. In both the control (CTRL) and the lightning-
nudged (CASE) model runs we used the ECMWF reanalysis fields to define the initial and 
boundary conditions. For the definition of the physiographic characteristics of the region we 
used the same datasets (utilizing the appropriate tiles) as for the operational POSEIDON 
weather forecasting system. The model output was compared against reference rainfall fields 
derived from a mosaic of hourly raingauge-calibrated WSR-88D rain estimates. 

To verify the simulated precipitation at the various validation points, precipitation 
from the model grid was interpolated to each radar pixel using bilinear interpolation: 
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where Mk are the values at the four model grid points surrounding the observation, while the 
weighting factor wk is taken as the reverse squared distance, thus making nearer points more 
influential. 

The verification scores used in this work are derived using the contingency table 
approach (Wilks 1995). This is a two-dimensional matrix where each element counts the 
number of occurrences in which the observations and the model forecasts exceeded or failed 
to reach a certain threshold for a given forecast period. The table elements are defined as: A-
model forecast and observation exceeded the threshold; B-model forecast exceeded the 
threshold but observation did not; C-model forecast did not reach the threshold but 
observation exceeded it; and D-model forecast and observation did not reach the threshold. 
Considering the above elements the forecast skill can be measured by evaluating the bias 
score (BS) and the equitable threat score (ETS). The bias score is defined by: 

 

CA
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  (3) 

 

where BS defines the ratio of the number of occurrences that model forecasts exceed a 
specified threshold versus the respective number for observations. The ET score is defined as  
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where E is defined as 

 

N

C)(AB)(A

N

OF
E





  (5) 

 



 10

where N is the total number of observations being verified (N=A+B+C+D). The introduction 
of the E term (Messinger 1996) is an enhancement to the normal threat score (as defined in 
Wilks 1995), acting to reduce it by excluding the number of randomly forecast “hits”. 
Computing the bias and the equitable threat scores, a measurement of the model accuracy on 
the frequency of occurrences at or above a certain precipitation threshold amount can be 
revealed. Consequentially, at given thresholds the bias score can represent a systematic 
overestimation (when BS>1) or underestimation (when BS<1), and the ET score can present 
not good forecasts (when ETS0) or the perfect forecasts (when ETS=1). In past studies 
where quantitative precipitation forecasts were evaluated (e.g., Messinger 1996; Colle et al. 
1999; 2000), ETS values of about 0.1-0.2 for moderate amounts of rainfall (10-20 mm in 6 
hours) have been considered adequate for operational forecasts. 

Another widely used score for verifying precipitation forecasts is the Heidke Skill 
Score, HSS (Heidke 1926). It is computed based on the contingency table elements from the 
expression: 

 

D)(BB)(AD)(CC)(A

C)BD(A2
HSS




  (6) 

 

Since the aforementioned statistical measures do not use the magnitude of the 
precipitation errors, they are not strictly influenced by the variability of forecasting error. To 
measure the magnitude of the difference between model forecast and observed precipitation 
we calculate the root mean square error (RMSE) as follows: 

 

 

NOBS

OPMP
RMSE

NOBS

1i

2
ii




  (7) 

 

where MPi and OPi are the model-estimated and the observed precipitation, respectively, and 
the NOBS is the total number of observations at a specific location reaching or exceeding a 
certain threshold amount. Combining these statistical criteria we attempt to provide a 
comprehensive evaluation of model performance. For example, a greater ETS will represent a 
significant model improvement only if it is accompanied by a BS with value close to one and 
a lowering RMSE. The skill scores are presented for 6-hourly periods. Using rain 
accumulations from longer periods (e.g., daily) would result in smoothing the local scale 
details occurring in high-resolution data. 

Having this in mind, we are now able to comprehend the meaning of the maps 
presented in Figure 4. This figure shows (a) the rain accumulations by the WSR-88D 
estimates, and the rain accumulation forecasts from (b) the CTRL and (c) the CASE 
simulations, overlaid by contours of lightning intensity for a characteristic 6-hourly period of 
the storm. First of all, we note that the intense rainfall observed by radar is well correlated 
with regions of lightning intensity. Then, comparing the CTRL and CASE rainfall fields we 
observe that the technique enhances convection in regions with lightning while depresses 
precipitation in other regions. The precipitation enhancement (and depression) on the basis of 
lightning nudging improves the agreement with radar rainfall. This is also evident when 
comparing the radar, CASE and CTRL rain accumulation plots: CTRL misses completely the 
convection developed over New Mexico (the western area of the radar domain delineated by 
the solid black rectangle). Figure 4d summarizes the BS, ETS, HSS, and RMSE statistical 
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scores for the respective period, focusing on the afore-mentioned area. It is noted that the 
strong underestimation of rainfall in the CTRL run (all the threat scores are zero) turns into an 
acceptable estimate in the CASE run, increasing the BS to a value close to one and reducing 
significantly the RMSE. 

These numerical experiments indicate the significance of lightning in triggering 
(and/or enhancing) convection in regional/mesoscale models. The most important conclusion, 
however, is that the nudging terms (more specifically the nudging coefficient F) do not 
depend on the lightning network’s CG detection efficiency. 

 

(a) (b) 
  

(c) (d) 
  

Figure 4. Rainfall fields (mm/6hr) from (a) WSR-88D rainfall estimates (b) the control run 
(CTRL) in which no lightning data were assimilated, (c) the simulation applying 
the Papadopoulos et al. (2005) assimilation technique (CASE). The radar domain 
is shown by solid line, while black and yellow contours delineate areas of low (5 
flashes/6-hr/0.1deg) and high (50 flashes/6-hr/0.1deg) lightning intensity. Panel 
(d) shows the statistical values calculated from the CTRL and CASE experiments 
against radar rainfall fields. Numbers above each panel denote the total number of 
observations reaching the corresponding threshold value. The presented data 
correspond to a 6-hr period ending at 00 UTC of July 30, 2002. 
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To address the third objective we investigated the performance of the technique over 
tropical regions. For this purpose, we set up the POSEIDON weather forecasting system over 
West Africa, using the same datasets as in the previous experiment to define the initial and 
boundary conditions and the physiographic characteristics, for both the CTRL and CASE 
runs. The simulation was performed for a period of three days (13-15 July 2004). Model 
output was compared against reference gridded rainfall fields derived from Tropical Rainfall 
Measurement Mission (TRMM)-calibrated Special Sensor Microwave/Imager (SSM/I) rain 
rates (as have been produced in Task 2). 

Since it is known that the characteristics of the tropical convective systems are not 
similar to those in middle latitudes we did not use the same empirical humidity profiles as in 
the previous experiments. Additionally, we compiled a number of atmospheric soundings 
released from stations in West Africa and we determined the humidity profile to which the 
model-generated humidity profiles should be scaled. In Figure 5 we present the humidity 
profiles we used for mid-latitudes and for tropical regimes. 

 

 
 

Figure 5. The humidity profiles used for mid-latitude (green line) and for tropical regions 
(red line). 

 

In Figure 6a we note that the intense rainfall observed by SSM/I is well correlated 
with regions of ZEUS detected lightning activity. Significant improvement is demonstrated 
when comparing CTRL and CASE rainfall fields (Figure 6b and c) and the error statistics 
(Figure 6d). 
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(a) (b) 
  

(c) (d) 
  

Figure 6. Rainfall fields from (a) TRMM PR-calibrated SSM/I rain rates (contours delineate 
areas of lightning intensity of 10 flashes/1-hr/0.1deg) (b) CTRL and (c) CASE 
experiment. The accumulation period for the rainfall fields is denoted on each 
panel. Panel (d) shows the statistical values calculated by comparing the CTRL 
and CASE experiments for the entire storm period against TRMM PR-calibrated 
instantaneous SSM/I rain rate fields. Numbers above each panel denote the total 
number of observations reaching the corresponding threshold value. 

 

The performance of the technique was originally verified in the Papadopoulos et al. 
(2005) study on the basis of three major thunderstorms that occurred in the Mediterranean 
region in the warm seasons of 2002 and 2003. In this study we further developed and 
evaluated the technique on the basis of storms occurred in three different continents: Europe, 
Central-West Africa, and continental USA. The statistical evaluation denotes that the regional 
lightning assimilation can help improve the model’s efficiency to simulate convective 
precipitation, and that this improvement is consistent across different continental regimes. 
Consequently, the definition of the empirical humidity profiles can have a global 
applicability. 
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3. LAND DATA ASSIMILATION SYSTEM 

As discussed in the introduction, the accurate description of the surface energy budget 
plays an important role in the performance of the NWP models to simulate the atmospheric 
boundary dynamics and particularly the development of warm season convective systems. 
The computations of land processes are accomplished by coupling advanced LSMs into the 
atmospheric numerical models. Due to the non-linear character of these processes, the 
production of accurate simulations and forecasts for the soil state (i.e., soil temperature and 
soil moisture distributions) requires accurate specification of (1) the initial conditions, (2) the 
atmospheric forcing parameters (i.e., air temperature, precipitation, radiation budgets, winds) 
and (3) information of the topography, soil properties and land cover. Ongoing research 
investigates the potential benefits of assimilating ground-based and remote-sensed data into 
atmospheric and land surface models. 

Following this trend, our goal is to investigate the potential of improving NWP models 
through data assimilation into land surface models. To accomplish this, we 

1. investigate the sensitivity of the performance of the POSEIDON weather 
forecasting system to different types of soil state conditions. 

2. implement and test the NCAR Community Land Model version 3.0 (CLM3.0). 

3. examine the benefits of developing an offline physically-based LDAS driven by 
atmospheric forcing based primarily on remote-sensed rainfall fields. 

 

 

3.1 Assimilation of surface data in the land model (OSU) of the 
POSEIDON weather forecasting system 

As discussed before, soil moisture, soil temperature and precipitation are considered to 
be very important parameters in land-atmosphere interactions, having significant impact on 
surface water and energy budgets and intensely affecting the predictability of the atmospheric 
conditions. Having this in mind, we initially investigated the simulation performance of the 
POSEIDON weather forecasting system (especially the convective precipitation forecasting 
skill) through a first-level assimilation (nudging) of ground-based and remote-sensed data. As 
mentioned before, the POSEIDON system is based on the ETA model and land processes are 
parameterized using a revised version of the Oregon State University (OSU) model. 

For the specific numerical experiments the POSEIDON system was integrated over 
the data-rich region of the continental USA covering a 5-day forecast period (from 22 July 
2004 at 00 UTC to 27 July 2004 at 00 UTC) with a horizontal grid increment of 0.1x0.1 
degree. For the initial and boundary meteorological conditions the ECMWF reanalysis 
gridded data on a 0.5x0.5 degree were used. Three experiments were designed. In the control 
run (named CTRL hereafter) the initial soil conditions were computed at the 6 soil layers 
(currently defined at the depths of 5, 15, 28, 50, 100 and 255 cm) from the ECMWF gridded 
data through a typical interpolation allowing the OSU to carry on as it normally does. In the 
second experiment (named ECMWF), the ECMWF re-analysis fields of soil temperature and 
moisture were introduced through a nudging scheme to dynamically update the ETA surface 
boundary conditions during model simulation. In the final experiment (named NEXRAD) 
observed rainfall fields (derived from a mosaic of hourly raingauge-calibrated radar (WSR-
88D) rainfall estimates) were assimilated into the OSU land model as forcing term instead of 
the model-generated fields, while the initial soil conditions were defined in the same way as 
in the CTRL experiment. 
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The accumulated rainfall fields obtained from the three model experiments for a 6-
hour period (ending at 18 UTC, 24 July 2004) are shown in Figure 7 (panels a, b, and c). The 
fourth map (Figure 7d) corresponds to the respective rainfall fields as observed by the 
NEXRAD radar network. The results from the numerical experiments were evaluated against 
the reference rainfall fields (radar) using the contingency table approach and evaluating the 
bias score (BS), the threat score (TS), the Heidke skill score (HSS) and the root mean square 
error (RMSE). The left panels of Figure 8 depict the calculated values of these statistical 
scores for the three numerical experiments, while in the right panels the relative differences 
(in %) of ECMWF and NEXRAD experiments versus CTRL score values are shown. A slight 
improvement is noted in all statistical scores in the case of ECMWF soil state conditions 
being assimilated into the model, while more significant improvement was observed in the 
case of rainfall data assimilation into the OSU model. The RMSE score assessment shows 
that the assimilation technique as performed in the frame of the NEXRAD experiment 
provides moderate (6%-8%) reduction in error variance for the entire 5-day period and up to 
25% for the 6-h period.  

Additionally, in Figure 9 we show the high correlation between soil moisture 
variability and rainfall patterns. Indeed, the regions where differences in soil moisture 
distributions between CTRL and NEXRAD experiments are more pronounced are well 
correlated with regions where intense rainfall was observed up to 18 hours before by the 
NEXRAD network. 
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(a) (b) 
  

(c) (d) 
  

Figure 7. Rainfall fields as predicted by (a) CTRL (b) ECMWF and (c) NEXRAD 
experiments and (d) as observed by the NEXRAD radar network, for a 6-hour 
period ending at 18 UTC, 24 July 2004. 
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(a) (b) 
  

(c) (d) 
  

Figure 8. Statistical evaluation of the CTRL, ECMWF and NEXRAD experiments for the 
entire forecast period (upper panels a and b) and for a 6-h period ending at 18 UTC 
24 July 2004 (lower panels c and d) against radar rainfall fields. Numbers above 
each panel denote the total number of observations reaching the corresponding 
threshold value. 
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Figure 9. Differences in soil moisture fields between CTRL and NEXRAD experiments 
(colorbar) and rainfall fields as observed by NEXRAD radar network (contours). 
Black and red contours denote rainfall rates of 1 mm/18h and 20 mm/18h, 
respectively. 

 

 

3.2 THE NCAR Community Land Model version 3.0 (CLM3.0) 
Since the results discussed in 3.1 showed significant evidence of improving 

convective precipitation forecasting in the POSEIDON system through data assimilation into 
its internal land surface model (OSU), our next step was to implement and test a more 
elaborate, state-of-the-art land surface model. NCAR Community Land Model version 3.0 
(CLM3.0) is a well-documented model (see http://www.cgd.ucar.edu/tss/clm/distribution/ 
clm3.0/TechNote/CLM_Tech_Note.pdf), which has been designed to integrate all land 
processes into a single modeling system. The model components consist of: biogeophysics 
(i.e., surface fluxes of energy, moisture, and momentum), hydrologic cycle, biogeochemistry 
and dynamic vegetation. CLM3.0 initially utilizes only the biogeophysics and hydrology 
components, which were perfectly suitable to our work and thus more appropriate for us to 
use.  

Based on externally-provided atmospheric forcing data (e.g., precipitation, radiation, 
wind speed, air temperature, and humidity fields) CLM3.0 computes a number of prognostic 
surface variables that include runoff, soil moisture and temperature in various soil layers, 
water intercepted on the canopy, leaf temperature, latent and sensible heat fluxes. CLM3.0 has 
one vegetation layer like most land surface models, ten unevenly spaced vertical soil layers 
(the respective depths are defined at 0.7, 2.8, 6.2, 11.9, 21.2, 36.6, 62.0, 103.8, 172.8, and 
286.4 cm) with variable hydraulic conductivity, and up to five snow layers depending on the 



 19

total snow depth. The land surface is represented by 5 primary sub-grid land cover types 
(glacier, lake, wetland, urban, vegetated) for each grid cell. The vegetated portion of a grid 
cell is further divided into patches of plant functional types (PFTs), each with its own leaf and 
stem area index and canopy height. Each sub-grid land cover type and PFT patch is a separate 
column for energy and water calculations at every time step. Most surface processes such as 
evaporation from the ground, transpiration from the plants’ rooting zone, soil and snow water 
propagation, leaf temperature and fluxes, soil and snow temperature, and phase change are 
parameterized through physical equations. The parameterization of runoff-related processes is 
based on TOPMODEL concept (Beven and Kirkby, 1979). The required surface data used for 
the definition of the physiographic characteristics for each grid cell are currently available in 
the spatial resolution presented in Table 1. 

 

Table 1 

Surface data, base spatial resolution, and method of aggregation to the model’s grid. 

Surface Field Resolution Aggregation Method 

Percent glacier 0.5 Area average 

Percent lake 1 Area average 

Percent wetland 1 Area average 

Percent sand and clay 5-minute 
Soil mapping unit with greatest 

areal extent in grid cell 

Soil colour 2.8 (T42) 
Soil colour class with greatest 

areal extent in grid cell 

PFTs (percent of vegetated land) 0.5 
Area average, choosing 4 most 

abundant PFTs 

Monthly leaf and stem area index 0.5 Area average 

Canopy height (top, bottom) 0.5 Area average 

 

 

Although this resolution is suitable for global simulations, in our specific applications 
(high resolution simulations) it is essential to utilize much finer datasets. This was ascertained 
through a series of preliminary tests which demonstrated insufficient heterogeneity of land-
surface characteristics at the required resolvable scale. Recently, the Moderate Resolution 
Imaging Spectroradiometer (MODIS) scientific team has developed new land surface 
datasets, maintaining the multiple PFT, canopy and herbaceous layer representation used in 
CLM3.0 (Lawrence and Chase 2007). The data, kindly provided to us by Dr. Lawrence, are 
listed in Table 2 along with their improved resolution and method of aggregation. 

Figure 10 shows the near-surface clay and sand percentage distributions associated 
with the high-resolution land surface datasets in the two model domains used in our work. 
The first covers parts of Europe, North Africa, and West Asia while the second was over 
North America. The inhomogeneity of these distributions is a good indicator of the high 
resolution of this new dataset, and is definitely an important factor associated with the ability 
of both land and atmospheric models to describe more realistically mesoscale circulations.  
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Table 2 

High resolution surface datasets used in the version of CLM3.0 for mesoscale simulations. 

Surface Field Resolution Aggregation Method 

Percent glacier 0.05o Area average 

Percent lake 0.05o Area average 

Percent wetland 0.05o Area average 

Percent sand and clay 0.05o Soil mapping unit with greatest 
areal extent in grid cell 

Soil colour 0.05o Soil colour class with greatest 
areal extent in grid cell 

PFTs (percent of vegetated land) 0.05o Area average 

Monthly leaf and stem area index 0.05o Area average 

Canopy height (top, bottom) 0.05o Area average 

 

 

(a) (b) 
  

(c) (d) 
  

Figure 10. Near-surface clay and sand distributions (%) from the high resolution land surface 
dataset described in Table 2, over Europe/North Africa/West Asia (panels a and b, 
respectively) and North America (panels c and d, respectively). 
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Before using CLM3.0 as the core of the offline LDAS for the POSEIDON weather 
forecasting system, it was necessary to examine its general performance when applied for 
mesoscale simulations over a large domain. It is noted that CLM3.0 has been originally 
developed for global climate simulations, and that the new high resolution surface datasets 
have not been fully tested (regarding the complex interaction with the internal model physics). 
One important aspect of this investigation, which was facilitated through numerous 
simulations and analyses of the results, was the understanding of the model’s spin-up process. 

To take advantage of the data-rich regions of continental US (including remote-sensed 
and in-situ observations), we selected the same model domain as used in the experiments in 
section 3.1 (defined by 80o W, 120o W, 25o N and 50o N) using a grid increment of 0.1-
degree. Two main sets of experiments were conducted regarding the supplied atmospheric 
forcing (precipitation, incident solar radiation, wind, surface pressure and air temperature):  

1. ECMWF reanalysis data for all atmospheric forcing fields (named ECMWF 
hereafter). 

2. ECMWF reanalysis data for all fields except precipitation which is provided by 
the NEXRAD radar network (named NEXRAD experiment). 

As mentioned earlier, the ECMWF data were available at 0.5x0.5 degree and 6-hour 
time interval. Furthermore, we projected the hourly NEXRAD rainfall data (which are 
available at 4-km spatial resolution) on the CLM3.0 spatial grid structure. Since the 
NEXRAD data were gridded at a spatial resolution of 0.1 degree and a temporal resolution of 
1 hour, we converted the ECMWF data (including rain data) into the same higher resolution 
using optimal interpolation methods. This enabled us to take advantage of the high resolution 
of the NEXRAD precipitation data without compromising the accuracy of the atmospheric 
forcing data assimilation, and simplified significantly the comparison procedure between the 
two different sets of experiments. Since the NEXRAD data were available for a 4-month 
period (May through August 2004), we performed all the simulations for this period. For both 
sets of numerical experiments described above, four long-term simulations were performed 
initialized with different soil moisture (θ) value for the entire spatial domain and for all CLM 
soil layers: 

(a) θ = 0.1 (completely dry run) 

(b) θ = 0.2 (dry run) 

(c) θ = 0.3 (middling run) 

(d) θ = 0.4 (wet run) 

Likewise, soil temperatures were set to 290K everywhere. 

For each simulation we computed the model domain-averaged soil moisture at 6-hour 
intervals for all ten CLM3.0 soil layers. Then, we interpolated these values to the six soil 
layers of the ETA model (defined at the depths of 5, 15, 28, 50, 100 and 255 cm, 
respectively), based on the following relationship: 
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  (8) 

 
where d denotes depth, superscripts C and E denote CLM3.0 and ETA soil layers, 
respectively, and the sum is over all corresponding soil depths. 

For example, the respective soil moisture for the first ETA soil layer is: 
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The temporal evolution of the computed model domain-averaged soil moisture for the 

equivalent ETA soil layers as computed from the NEXRAD experiment are shown in Figure 
11. 

 

(a) (b) 

(c) (d) 

(e) (f) 
  
Figure 11. Time series plot of the CLM3.0 domain-averaged soil moisture values interpolated 

to the six ETA soil layers [(a) 5 cm, (b) 15 cm, (c) 28 cm, (d) 50 cm, (e) 100 cm, 
(f) 255 cm] for the entire 4-month period. The four different runs are denoted with 
red (completely dry), green (dry), blue (middling) and cyan (wet). 
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As illustrated in Figure 11, when the soil layer is closer to the surface, the 
convergence to a common solution is reached faster. With the exception of the completely dry 
run, soil moisture in the first two ETA soil layers reaches equilibrium sooner than in the next 
two soil layers. Figure 12 shows the percent difference between soil moisture fields simulated 
by the dry and middling run for the first four ETA soil layers at the end of the 4-month period. 
It can be seen that the soil moisture differences at the upper soil layers are small, varying from 
0% to approximately 8-10%. This indicates that the completion of the spin-up process results 
in a physically realistic balance between external forcing (mainly precipitation) and simulated 
surface parameters (including soil moisture). Indeed, Figure 13 shows that the rainfall rate 
controls the near-surface soil moisture evolution, no matter what the initial soil state 
conditions are. Although there is no apparent equilibrium reached for the two deeper layers by 
the end of the simulation period, we have to take into account that the upper four soil layers 
contain the root zone, while the sixth layer acts as the reservoir for long-term moisture 
storage.  

 

 

(a) (b) 
  

(c) (d) 
 
Figure 12. Maps of soil moisture difference (in %) between the dry (θinit=0.2) and the 

middling (θinit=0.3) initialization experiments for the first four ETA soil layers (as 
in Figure 11) at the end of the 4-month period. 
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(a) (b) 
 

Figure 13.Time series plot of CLM3.0 soil moisture and respective NEXRAD rainfall rate for 
the entire 4-month period (in 6-hour intervals) for a vegetated grid cell at (a) first 
and (b) second soil layers. 

 

 

3.3 Implementation of a coupling scheme between POSEIDON and 
CLM3.0 

The implementation of a coupling procedure between the POSEIDON weather 
forecasting system and the CLM3.0 model was our third objective in the context of 
developing a Land Data Assimilation System. As in 3.1, the POSEIDON system was 
integrated over the data-rich region of the continental USA covering a 5-day forecast period 
(from 22 July 2004 at 00 UTC to 27 July 2004 at 00 UTC) with a horizontal grid increment of 
0.1x0.1 degree. For the initial and boundary meteorological conditions the ECMWF 
reanalysis gridded data on a 0.5x0.5 degree were used. In our experiment (named CLM), the 
CLM3.0 soil temperature and moisture fields as simulated from the NEXRAD experiment 
were introduced through a nudging scheme to dynamically update the ETA surface boundary 
conditions during the model integration. 

The results from the numerical experiments were evaluated against the reference 
rainfall fields (radar) using the contingency table approach and evaluating BS, TS, HSS and 
RMSE, as described in 3.1. The left panels of Figure 15 depict the calculated values of these 
statistical scores for the CLM experiment as compared to the CTRL and NEXRAD 
experiments performed in 3.1. The right panels show the relative differences (in %) of CLM 
and NEXRAD experiments versus CTRL score values. Significant improvement is noted in 
all statistical scores in the case of CLM soil state conditions being assimilated into the model 
when compared to the CTRL experiment. NEXRAD experiment retains higher statistical 
scores than CLM throughout the 5-day forecast period, although CLM seems to be reaching 
the high performance of the NEXRAD assimilation technique for greater rainfall 
accumulation values, which are usually associated with mesoscale convective systems. Thus, 
the LDAS implemented in our study with the use of CLM3.0 land surface model and 
POSEIDON weather forecasting system could be considered an effective system for 
improving precipitation forecasting, especially in the case of MCS.  



 25

 

(a) (b) 
  

(c) (d) 
 

Figure 15. Statistical evaluation of the CTRL, NEXRAD and CLM experiments for the entire 
forecast period (upper panels a and b) and for a 6-h period ending at 18 UTC 24 
July 2004 (lower panels c and d) against radar rainfall fields. Numbers above each 
panel denote the total number of observations reaching the corresponding 
threshold value.   
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